
Computer Methods (MAE 3403)

Optimization

1
Numerical methods in engineering with Python 3

Python Programming and Numerical Methods



Optimization: VERY IMPORTANT

◼ End the semester in a high note

◼ Optimization is a critical component in many, many 
engineering problems

◼ It is also an active research area, particularly with the 
advancement of ML/AI technologies
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Optimization

◼ Find the Location of the Maximum or Minimum Value 

of a function
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Engineering applications

◼ Choose the values of design parameters or operating 
parameters to achieve maximum (GOOD) or minimum 
(BAD) subject to constraints

◼ GOOD and BAD for:

◼ Designs of airplanes, race cars

◼ Performance of thermal systems

◼ Collisions between vehicles

◼ …
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Minimize or Maximize

◼ To unify the syntax, we consider only minimization 
problems. 

◼ Convert maximization problems to minimization:

◼ maximize f(x) subject to constraints on x = minimize –f(x) 

subject to the same set of constraints on x
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One variable optimization

◼ First order derivative

◼ Second order derivative: Hessian
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Typical form of an optimization problem
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min 𝑓(𝒙)

subject to 𝑔𝑖 𝒙 ≥ 0, 𝑖 = 1, 2, …
      ℎ𝑗 𝒙 = 0, 𝑗 = 1, 2, …

      𝑳𝑩 ≤ 𝒙 ≤ 𝑼𝑩 

f(x): objective function to be minimized, a scalar function
x: decision variable, an array of design parameters
𝑔𝑖 𝒙 ≥ 0: 1 inequality constraint.
ℎ𝑗 𝒙 = 0: 1 equality constraint.

LB, UB: lower and upper bounds of each element of x

What if inequality constraints are in the form of ഥ𝒈𝑖 𝑥 ≤ 0?

Let 𝑔𝑖 𝑥 = −ഥ𝒈𝑖 𝑥 . Then 𝑔𝑖 𝑥 ≥ 0 is equivalent to ҧ𝑔𝑖 𝑥 ≤ 0



scipy.optimize.minimize
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◼ fun: f(x), objective function to be 
minimized

◼ x0: some initial guess of an 
optimal decision variable x

◼ args: extra parameters passed to 
fun

◼ method: choice of solvers



continued
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◼ bounds: (min, max) of each 
element of x

◼ x must be greater than 0

◼ x must be within a range

◼ constraints:

◼ inequality constraints

◼ equality constraints



scipy.optimize.minimize returns
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res:OptimizeResult

The optimization result represented as 
an OptimizeResult object. 

Important attributes are:
x the solution array,

success a Boolean flag indicating if the optimizer exited 
successfully, 
message which describes the cause of the termination. 

https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.minimize.html



Rosenbrock function of N variables 

11



With constraints

◼ min 𝑧(x,y)=𝑦2−𝑦+𝑥2−3𝑥 

subject to (x-0.5)2 + (y-0.5)2<=0.52

◼ Convert the constraint to 

      0.52 - (x-0.5)2 - (y-0.5)2 >=0

cons = ({'type': 'ineq', \
'fun': lambda x:  0.25 - (x[0] - 
0.5) ** 2 - (x[1] - 0.5) ** 2})

◼ DO NOT set a solver
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With bounds

◼ Write it in the “bounds” argument

◼ min 𝑧(x,y)=𝑦2−𝑦+𝑥2−3𝑥 

subject to 0<=x<=0.5, 0<=y<=1

◼ bounds = [(xlb, xub), (ylb, yub)]
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Another example

◼ min (x-1)2 + (y-2.5)2

◼ subject to 

◼ x – 2y+2 >=0, 

◼ -x - 2y + 6>=0, 

◼ -x+2y + 2>=0

◼ x > 0, y > 0
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Final example

◼ The cantilever beam of the circular cross section is to 
have the smallest volume subject to constraints:

◼ 𝜎1 ≤ 180 Mpa, 𝜎1 =
8PL

𝜋𝑟1
3

◼ 𝜎2 ≤ 180 Mpa, 𝜎2 =
4PL

𝜋𝑟2
3

𝛿 ≤ 25 mm, 𝛿 =
PL3

3𝜋𝐸
(

7

𝑟1
4 +

1

𝑟2
4)

◼ E = 200 Gpa. P = 10 kN. Determine r1 and r2.
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Formulation

◼ Minimize the volume 𝑉 = 𝜋𝑟1
2𝐿 + 𝜋𝑟2

2𝐿 = 𝐿𝜋 𝑟1
2 + 𝑟2

2

◼ How about just min 𝑟1
2 + 𝑟2

2

◼ Constraints: 1 Mpa = 1 Newton/mm2, r1, r2 in mm

◼

8PL

𝜋𝑟1
3 < 180 𝑀𝑃𝑎 ⇒

8 ∗10,000 ∗1,000

𝜋𝑟1
3 < 180

◼

4PL

𝜋𝑟2
3 < 180 Mpa ⇒

4∗10,000 ∗1,000

𝜋𝑟2
3 < 180 

PL3

3𝜋𝐸

7

𝑟1
4 +

1

𝑟2
4 < 25 𝑚𝑚 ⇒

10,000 ∗1,0003

3𝜋∗200,000

7

𝑟1
4 +

1

𝑟2
4 < 25

◼ Bounds: r1, r2 > 0 16



Constraints and bounds can also be 
handled via penalty functions
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