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Nonlinear Least-squares estimation (NLSE)

Consider N measurements: Z(k) = F(0, k) + V(k), 8 € R"
> Find 0(k) that minimizes (unweighted W = /)

J(O(k)) = 1Z(k) — F((k), K)II?

» Expanded form:
1Z(k) = F(B(K), k)|1* = ZH — Fi(0(k))II?

> Define £;(0) = z(i) — Fi(f) and rewrite

k

JOK) = D IEOEDIZ = IOk

i=1



Definitions

> Fi(0), i=1,--- k, are differentiable functions of a vector
6 e€R"

» f(60) is a function with components f;(6):

» Linear least squares when f(0) = HO — Z.



Applications of NLSE: Localization from range
measurements
» 0 represent an unknown location in 2-D or 3-D

» Distance to known points aj, - - - , ax is measured:

r,-:HG—a,-H—i—v,-, i:]_,"~,k

NLSE: estimate 6 by § that minimizes

k

J@) = (116 - ail| - r)?

i=1



Example

plot of ||F(9)| contour plof ||f(0)]|2
» True location (1,1) marked in red

» Five points marked in blue



Application: Model fitting

mmZIIZ i) = F(x(1),0)]”

» A nonlinear model F(x(i),0) (e.g., a NN) parameterized by 6
(e.g., weights, biases)

» Data points (x(1),z(1)),- -, (x(k), z(k))

» Loss function in ML: mean square loss

» Recall the linear model fitting example: F(x,0) =), 0;fi(x)
» We now allow F to be nonlinear



lllustration
Second order system response

F(x,0) = 01" cos(03x + 04)

k
min Z(@leazx(i) cos(03x(i) + 0a) — z(i))?
i=1



Derivatives/Gradient

Gradient of a differentiable function g : R” - R at z€ R" is a
column vector

Vg(z) =

Linearization around z allows approximation of g(-)

50x) ~ 8(x) = 8(2) + SE ()x — 21) +
X1



Jacobian matrix

Jacobian of a differentiable function f : R" — R* at z € R":

0fi(x) <1 €9)
9F () o (2) o (2)

pr(z) = "= | .
8f;§x) (Z) o 8ff<,(1x) (Z)

Linearization leads to approximation:

f(x) =~ f(x) = f(z) + Df(z)(x — z)

Vha(z)"

V()T



Gradient of J(f)

Z 1@ = 117> £ g(6)

» Derivative of g w.r.t. éj (assume £;(f) is a scalar):

%8 23 h(i) L
00; P 06;
» Gradient of g at 6
Jg
A 90 k A A
Ved)=| : | =2 fO)VAH(D) =
og i=1

80,



Necessary optimality condition

min g (0 Zuf(e I1? = 1£(0))

» Necessary condition: if & minimizes g(é) it must satisfy

Vg(0) =2DfF(A)TF(B) =0

» For the linear case, where f(OA) — HO — Z, we have

S

Vg(0) =

» For general nonlinear f, this condition is only necessary, not
sufficient for optimality.



Algorithms to find possible 0

» Gradient descent

» Gauss-Newton method

» Levenberg-Marquardt method



Gauss-Newton algorithm

mlng Z Hf(@ Hz = Hf )H2

Start with some initial guess 6(1), and repeat for £ =1,2,---:
1. Linearize f(f) around 4.
£(0,009) = £(01)) + DF(HD)( — 6Oy
2. U§ef(A0A, 6(9)) as an approximation to f(d) and minimize
I17(6,69)]12
3. Set A*1) to the solution from Step 2



Step 2

A

min || F(8©)) + DF(AO) (0 — 4|2

» Given HA(Z), this is a linear LSE problem.
» If DF(A)) has linearly independent columns,

gD — 4o _ (Df(é(@)TDf(é(f))) DF (IO T £(®)

» Ax'is the same as —1 <Df(c§(£))TDf(9A(£))) Vg(0®)



What if columns of Df(A()) are linearly dependent?

N ~ N N 1 N N
gu+1) — GO (Df(W))TDf(e(ﬂ)) n wn) DF(ONT £(4(0))

P Levenberg-Marquardt update: A is a regularization parameter
> Strategies to update A’ are possible.
> Trust-region: min ||f(8,0())|]2 subject to [|§ — 0| < .



LM method

Start with some initial guess 61 and X9, and repeat for
£=1,2,---:
1. Evaluate f(A®) and set H = Df(6())
2. Compute
6 =0Y —(HTH+XONTTHTF(O)
3. Set G¢+1) and A(“HD) a5 follows

) = ©, N — g A0 if |[£(8)]12 < [|£(01)]?
OU+1) = g \k+1) = g A(K)  otherwise

» 1, B2 are constants 0 < 1 <1 < B
> Terminate if Vg(#©) =2HTf(6()) is small



4 -

Example: localization from range measurements

S
N \

o

A =01, 8, =08, 8 =2

=



Model fitting using NN

A simple NN model.

First layer:

w1l Wy by
W = [ wip wap bl = | by
w13 w23 b1

Second layer:
Wil = (ws1 war  wsr) b2l = b,

zI1

——~
a1 = o(WHB oWl X 4 ply 4 pl2])
N——
Alll

zZ[2]

2 £(0,X)
0: all the weights and biases



Backpropagation as gradient

We have data (X(1),z(1)),---,(X(k),z(k)). Estimate 6 to
minimize S5 (z(i) — £(8, X(i)))2.

» A NLSE problem.

» Requires Vyf (0, X)

_9f(0.X)
Example: o

Backpropagation

of(0,X) _ 9o(ZP) oz 9 Al 9 Z11]
owry 0z oAl 9z dwy,

Each partial derivative can be easily computed.



